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Abstract

Borders define states, yet little systematic evidence explains where they are
drawn. Putting recent challenges to state borders into perspective and break-
ing new methodological ground, this paper analyzes how ethnic geography
and nationalism have shaped European borders since the 19th century. We
argue that nationalism creates pressures to redraw political borders along eth-
nic lines, ultimately making states more congruent with ethnic groups. We
introduce a Probabilistic Spatial Partition Model to test this argument, mod-
eling state territories as partitions of a planar spatial graph. Using new data
on Europe’s ethnic geography since 1855, we find that ethnic boundaries in-
crease the conditional probability that two locations they separate are, or will
become, divided by a state border. Secession is an important mechanism driv-
ing this result. Similar dynamics characterize border change in Asia but not in
Africa and the Americas. Our results highlight the endogenous formation of
nation-states in Europe and beyond.
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Borders are constitutive features of the modern state system that define the size

and shape of states and specify the limits of state sovereignty. While a growing

literature documents borders’ attributes (Simmons and Kenwick 2021) and conse-

quences (Abramson and Carter 2016; Carter and Goemans 2011; Simmons 2005; Mi-

chalopoulos and Papaioannou 2016), their origins remain understudied. Instead,

most quantitative research treats borders as exogenous and sidesteps their forma-

tion. This question, however, has gained relevance as existing borders have come

under increasing pressure. Most notably, Russia’s annexation of Crimea in 2014

and its support of secessionist civil war in Eastern Ukraine have signaled a revival

of revisionism. Majorities in Hungary, Greece, Bulgaria, and Turkey still view parts

of neighboring countries as rightfully theirs (Fagan and Poushter 2020), the Catalan

impasse persists, and Brexit has fueled Scottish secessionism and renewed tensions

in Northern Ireland. Nationalist demands to redraw state borders along ethnic

lines are at the core of all these cases.

Despite its obvious importance, we currently lack systematic evidence on the

ethnic roots of border formation. We address this gap and ask whether, how, and

to what extent ethnic geography has shaped Europe’s state borders since the 19th

century. Following macro-sociological theories, we argue that the historical rise of

nationalism, “a political principle which holds that the political and national unit

should be congruent” (Gellner 1983, p. 1), created demand for ethnically homoge-

neous nation-states. As most nations are ethnically defined, nationalism prompted

popular pressure to redraw borders along ethnic lines, mostly through secession-

ism in multi-ethnic states, but occasionally also through unification and irreden-

tism (Weiner 1971; Hechter 2000; O’Leary 2001).1 While previous studies have

highlighted the causes of secessionism and other nationalist demands for border

change (see e.g., Coggins 2014; Griffiths 2016; Germann and Sambanis 2021), there

is much less systematic evidence about how nationalism ultimately reshaped states

along ethnic lines.

To fill this gap, it is necessary to overcome three empirical challenges. The first

concerns the unit of analysis. Previous analyses focus exclusively on existing bor-

1In a similar vein and adopting a cultural and mostly individualist perspective, Alesina and
Spolaore (1997, 2005) argue that states’ size and shape results from trading off economies of scale and
costs of ethnic heterogeneity (see also Friedman 1977; Desmet et al. 2011).
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ders (Carter and Goemans 2011) or study border formation within individual grid

cells (Kitamura and Lagerlöf 2020). They thereby either select on the dependent

variable or ignore the spatial dependencies that characterize borders. Second, un-

biased estimation of ethnic geography’s effect on state borders requires us to con-

sider confounding geographic features that affect both. Third, we need data on

ethnic geography that predate (changing) state borders to avoid reverse causality

from state-led ethnic assimilation and cleansing.

We address the first two challenges with a novel Probabilistic Spatial Partition

Model (PSPM) that allows us to estimate the conditional effect of spatial features

(e.g., ethnic settlement patterns) on the partitioning of geographic space into non-

overlapping units (e.g., states). The model treats geographic space as a planar net-

work of points that encodes the main dependent and independent variables. It ac-

counts for the spatial interdependencies that characterize partitionings, estimates

effects conditional on covariates, and yields valid uncertainty estimates. Beyond

our present use to estimate the effect of ethnic geography on state borders, the

PSPM’s approach can be used to model other types of spatial partitioning, for ex-

ample administrative units or electoral districts.2

To solve the third problem, we collect new, time-varying spatial data on eth-

nic settlement areas in Europe since 1855 digitized from 73 historical ethnographic

maps. After mitigating potential political biases, the dataset enables us to ana-

lyze borders and border change based on pre-existing ethnic settlement areas thus

avoiding reverse causality. We minimize omitted variable bias by pairing a static

baseline with a lagged dependent-variable model that captures the effect of ethnic

geography on border change.

We find that the presence of an ethnic boundary between two locations in-

creases the probability that they are or will become separated by an international

border by 35 and 17 percentage points, respectively. This finding is robust to ac-

counting for potentially endogenous changes in ethnic geography, additional con-

trols, and changes to the spatio-temporal data structure. Additional analyses of

the post-World War II period highlights ethnic secession as a key mechanism: Ar-

eas home to peripheral ethnic groups have an approximately 16, 22, and 50 times

2We distribute the PSPM as an R package upon publication.
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greater risk of experiencing secessionist claims, civil wars, and border change, re-

spectively. Finally, we explore the generalizability of our findings beyond Europe

and find that ethnic boundaries explain border change since the 1960s only in Eu-

rope and Asia, while post-colonial Africa and the Americas have thus far avoided

extensive ethno-nationalist border change.

Nationalism and the shaping of states

Our core argument holds that the rise of nationalism created a growing demand

for ethnically homogeneous nation-states, which caused an increasing realignment

of Europe’s borders with the underlying ethnic map. This development is one

part of a larger process that O’Leary (2001) labels the “right-peopling” and “right-

sizing” of states. The former dynamic has received much attention in nationalism

studies stressing how states shape ethnic affiliations, rather than the reverse. For

instance, Hobsbawm (1990, p. 10) posits that “[n]ations do not make states and

nationalisms but the other way around.” This constructivist argument reflects evi-

dence on states’ efforts to mold their populations into nations through assimilation-

ist policies and ethnic violence (Weber 1976; White 2004; Darden 2013; McNamee

and Zhang 2019). While we do not dispute this evidence, we argue that an ex-

clusive focus on state-led identity formation neglects changes in state borders and

risks underestimating the full impact of nationalism.3 We therefore focus on the

nationalist ‘right-sizing’ of states along ethnic lines.

How did nationalism transform Europe’s borders? To answer this question,

we start by considering the link between ethnic and national identities. Following

Weber (1978, pp. 385-98), we define ethnic groups as “those human groups that

entertain a subjective belief in common descent,” with language and religion being

the most frequent markers that distinguish ethnic groups. Once the members of

ethnic groups desire to control a state, they become ethnic nations. Again following

Weber, a nation is “a community of sentiment which would adequately manifest

itself in a state of its own” and hence “tends to produce a state of its own” (p. 176).

3The two processes are linked as ethnic homogenization often focuses on contested territories
(Bulutgil 2015, 2016; McNamee and Zhang 2019; Mylonas 2012).
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Gellner’s congruence principle at the core of nationalist ideology requires “that

ethnic boundaries should not cut across political ones, and, in particular, that eth-

nic boundaries within a given state [...] should not separate the power-holders

from the rest” (Gellner 1983, p. 1). Three constellations violate this principle, each

motivating a specific type of border change.

First and most common are ethnic minorities in a state dominated by a different

ethnic group. Such a “state-to-nation deficit” Miller (2007) or “alien rule” (Hechter

2013) deprives ethnic groups of self-determination and state services often pro-

vided in favor of the ruling group (De Luca et al. 2018). In response, stateless na-

tions may try to attain statehood by secession. The break-up of European empires

represents the most important example of this process (Kumar 2017; Beissinger

2002).

Second, ethno-nationalist grievances can emerge if an ethnic group is divided

by state borders prompting nationalist activists to call for unification of their kin

(Cederman, Rüegger and Schvitz 2022). The promise of benefits from governance

over a larger, yet ethnically homogeneous population can help their cause (Alesina

and Spolaore 2005). Their efforts can result in the merger of co-ethnic units, as

illustrated by 19th-century Germany and Italy and the more recent (re)unifications

of Vietnam, Yemen, and Germany. While usually less contentious than secession,

unification may trigger resistance in smaller units, or power competition in the

unified nation. Concomitant to the decline of state death since 1945 (Fazal 2004,

2007), ethnic unification is exceedingly rare.

Third, mixed incongruence exists where an ethnic group dominates one state

but forms a minority in another. This configuration creates a pressure for the home-

land government to “liberate” the group in question, resulting in irredentist nation-

alism (Weiner 1971). Named after Italian Veneto and Trento that remained “unre-

deemed” after the first wave of Italian unification, the stronger territorial integrity

norm has reduced irredentist border change after World War II (Zacher 2001). Rus-

sia’s annexation of Crimea in 2014, however, illustrates that irredentism has not

disappeared.

Whether striving for secession, unification, or irredentist border change, na-

tionalist ideology equips political activists with powerful normative arguments to
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justify their claims over seemingly ‘indivisible’ territory and mobilize elites and cit-

izens for their revisionist projects (Hroch 1985; Goddard 2006). While actual border

change is difficult to achieve due to collective action problems (Hardin 1995) and

resistance by the incumbent state, nationalist grievances can lower the bar by mak-

ing activists less risk averse (Petersen 2002; Nugent 2020; Germann and Sambanis

2021). Still, revisionist nationalism is unlikely to succeed without considerable ma-

terial and organizational resources (Tilly 1978). Alternatively, geopolitical and eco-

nomic crises create opportunities for change by weakening existing states (Abram-

son and Carter 2021; Skocpol 1979), as illustrated by the collapse of the European

empires after the two world wars (Roshwald 2001). In addition, nationalist ‘suc-

cesses’ can inspire nationalists elsewhere, further reinforcing the spatio-temporal

clustering of border change. Such diffusion of ideas was well advanced in 19th cen-

tury Europe and spread globally thanks to the “Wilsonian moment” after World

War I (Manela 2007).

Our discussion has highlighted the impact of ethnic geography on border

change. Because there have been many more ethnic groups that may strive for

nationhood than there have been states since the late 19th century,4 we expect se-

cession to be the most important type of border change in this process (Gellner

1983; Griffiths 2016; Hechter 2000). Testing the primacy of secession in a separate

mechanism analysis, our empirical work mostly focuses on the overall impact of

ethnic settlement patterns on state borders:

Hypothesis 1 Ethnic settlement patterns shape state territories such that ethnic bound-

aries and state borders become increasingly congruent.

Unit of analysis and data

We test our claims about the effect of ethnic boundaries on state borders using his-

torical, time-variant data on state borders and ethnic geography in Europe since

1886. This section explains how we go beyond previous approaches to analyz-

ing the determinants of borders by modeling the European landmass as a spatial

4Even more so after the German and Italian unifications which fall outside our present empirical
scope.
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network of points on which we encode our data. We use the resulting dataset to

test our hypothesis with the newly developed Probabilistic Spatial Partition Model

(PSPM), which we introduce in the subsequent section.

Geographic space as a network of points

We model geographic space as a network of points, a move that addresses limita-

tions of previous quantitative analyses of the determinants of state borders. These

have followed two approaches. First, Carter and Goemans (2011) assess character-

istics of newly drawn borders, focusing on whether they follow previous subna-

tional administrative divisions. While a valuable description of border character-

istics, this approach exclusively selects on the dependent variable (new borders),

neglecting all potential but unrealized international borders, in particular the re-

maining set of administrative boundaries.

A second approach by Kitamura and Lagerlöf (2020) examines whether arbi-

trary grid cells are crossed by a border or not. While featuring no selection issues,

doing so disregards nonmonotonic spatial dependencies inherent to the outcome of

interest. Because borders partition space into contiguous territorial units, they are

interdependently assigned to grid cells. For example, a border will cross a string of

pairs of neighboring grid cells, violating the assumption of unit-independence in

standard regression approaches. Classic spatial error clustering or lags are unable

to recover this spatial dependency structure.

In response to the limitations of previous approaches, we start from a simpli-

fied understanding of space as a planar network G of N points. Discretizing space

makes tractable the problem of analyzing the partitioning of a continuous surface,

which otherwise has infinitely many possible outcomes, while also avoiding selec-

tion bias. Coupled with the partition model introduced below, the network struc-

ture of the data allows us to capture the spatial dependencies that characterize ter-

ritorial borders. Taking a network of points instead of one of grid cells additionally

guarantees that our units of analysis have unambiguous outcomes. While points

can only be in one state at any time, grid cells likely straddle state borders. G cov-

ers Europe5 as a hexagonal lattice with 1096 nodes and 2905 edges. Its nodes j are
5We define ‘Europe’ in physical geographic terms, its eastern border being the Bosporus, the
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connected to their up to 6 first-degree neighbors k at a distance of ∼100km (Figure

1a).6

Data on state borders

Our main outcome is the map of states at a given time, the partitioning Pt of the

lattice Gt into states in year t. We measure Pt by retrieving the state each vertex

belongs to between 1886 and 2019 from the CShapes 2.0 dataset (Schvitz et al. 2022).

We limit ourselves to analyzing borders in every 25th year, i.e., in 1886, 1911,...,

2011.7 The quarter-century intervals are long enough for cumulative border change

to produce meaningful variation yet short enough to capture varying patterns of

border change since 1886.

Figure 1b plots the outcome data in 1886. While the colored partitions on the

map carry substantive meaning in that we can distinguish “Spain” from “France,”

these partition labels are, for the purpose of this study, completely interchangeable.

Because we do not ex ante know the number or names of states, we are not inter-

ested in whether certain vertices become part of a state named ‘France.’ Rather,

the outcome of interest is whether certain vertices together belong to a contigu-

ous state territory – a partition. The set of all partitions defines the partitioning of

Europe into states.

Data on historical ethnic settlement patterns

We collect new data on ethnic settlement areas in Europe since 1855. Our main in-

dependent variable is defined at the edge-level and measures whether its vertices

j and k are located in the same ethnic group or not. We construct this measure

from 73 historical maps that depict changes in ethnic settlement patterns over the

past 165 years. Some of these changes are well known and documented – in par-

ticular genocides and population exchanges8 – while assimilation has altered the

Black Sea, the Carpathian mountain ridge, the Caspian Sea, and the Ural. This avoids bias from
definitions based on existing states.

6The hexagonal structure minimizes geographic distortion. Appendix D shows robustness to
varying the graph’s exact location, resolution, and structure.

7Appendix D analyzes alternative temporal structures.
8Such as the Armenian genocide (1915-1923) or the 1923 population exchange between Greece

and Turkey.
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(a) Baseline lattice

(b) Partitioning into states in 1886. Border-crossing edges in black.

(c) Ethnic boundaries in 1836-1885. Color denotes fraction of maps in which an edge
crosses an ethnic boundary.

Figure 1: Europe as a hexagonal spatial lattice
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ethnic map more gradually. Accounting for these dynamics, our data avoid re-

verse causality that may arise when contemporary data on ethnic geography are

projected into the past.

Ethnic maps first emerged in the middle of the 19th century and became increas-

ingly widespread ever since. Their proliferation was driven by two developments:

First, innovations in statistics and cartography enabled the categorization of local

populations based on language and religion. Second, the rise of state-driven and

peripheral nationalisms created a demand for maps of the various ethnic groups

across Europe (Kertzer and Arel 2002; Hansen 2015). Initial efforts by German

and Austrian geographers in the 1840s were followed by authors from Russia, the

Balkans, and other parts of Europe, resulting in a scientific community dedicated

to classifying and mapping ethnic groups.

For the most part, maps were drawn based on census data on the town- or

district-level,9 and relied on native language as the defining ethnic marker (Cadiot

2005; Hansen 2015). The production of ethnic maps was generally viewed as a

scientific endeavor, motivated by enlightenment-era ideals of measuring and clas-

sifying the ‘natural’ world (Livingstone, Withers et al. 1999). Mapmakers therefore

sought to establish common scientific standards and provided detailed justifica-

tions (Dörflinger 1999; Hansen 2015).

At the same time, however, ethnic maps and census data were also used for

political purposes. In particular, states and nationalist movements employed them

to shape perceptions of national homelands and support territorial claims (Herb

2002; Anderson 1991). This was most evident at the Paris Peace conference of 1919,

where all parties relied on their own maps to support their demands (Palsky 2002).

But the scope for manipulation was limited. Because mapmakers largely relied on

the same data and methods, they could not arbitrarily “invent” ethnic boundaries

(Hansen 2015) without jeopardizing their reputation (Herb 2002).10 Instead, most

attempts to manipulate maps and census data involved the subtle use of politically

convenient criteria such as the choice of sources, population thresholds (Hansen

9Some maps were also based on philological research, travel reports, local ethnographic research,
and previous maps (Dörflinger 1999; Hansen 2015).

10Blatant manipulation had consequences, as when geographers boycotted the journal Petermann’s
Geographische Mitteilungen due to its nationalist editor (Herb 2002).
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2015), and the underlying list of ethnic groups to be counted and mapped (Hirsch

1997; Cadiot 2005).11 At the same time, early ethnic categorizations may have af-

fected ethnic identity formation itself where people identified with the groups they

were assigned to (Kertzer and Arel 2002; Anderson 1991).

As with all data on ethnic demographics, the political importance and poten-

tial manipulation of ethnic maps could bias our analysis. Lacking ground-truth

information on 19th century ethnic geography in Europe, our mitigation strategy

consists of four parts:

First, we carefully screened our map material to exclude the most obvious cases

of political bias. Starting with over 350 maps, we selected the 73 most suitable

maps based on the absence of obvious bias and a high spatial precision.12 These

maps were drawn by 64 authors from 18 nationalities and cover various parts of

Europe at different points in time, sometimes using different categorizations of eth-

nic groups.13 Second, we average ethnic settlement patterns across all maps from a

given period, reducing the impact of potential biases on any one map. Third, our

spatial graph G is relatively coarse with a baseline spatial resolution of 100 km and

up to 200 km in a robustness check. Most differences between and manipulations

of ethnic maps will affect much smaller areas (see Figure 2). Fourth, we show that

our results are robust to exclusively using pre-1886 ethnic boundaries to explain

changes of state borders between 1886 and 2011. This rules out reverse causality, as

well as strategic map manipulations during the World Wars.

We construct our main independent variable ethnic boundary as the proportion

of maps from a given period in which an edge crosses an ethnic boundary. The

variable is formally defined as

ethnic boundaryj,k,t =
1

Mj,k,t

Mj,k,t∑
m=1

1gm,j 6=gm,k
(1)

where j and k are an edge’s constitutive nodes observed in year t. The ensemble

of maps Mj,k,t consists of the set of maps that cover the geographic location of j

11For example, Kertzer and Arel (2002) note that Greek, Serbian and Bulgarian nationalists used
alternative linguistic criteria to justify claims on parts of Macedonia.

12Appendix C.1 details our selection criteria.
13See Posner (2004, 850-1) on the grouping problem of ethnic identities.
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(a) 1878 map of Russians, Belarussians,
and Ukrainians

(b) Detail of the Belarussian-Russian
ethnic boundary, red square in (a)

(c) Ethnic boundaries from (b) and other
maps (1835-1885) overlaid with graph G

(d) Ethnic boundary1886 measure

(e) Hungarian settlement area from 9 pre-1886
maps overlaid with G

(f) Slovenian settlement area from 8
pre-1886 maps overlaid with G

Figure 2: Constructing ethnic boundary from historical ethnic maps
Note: (a)-(d) show the transfer of ethnic settlement data onto graph G. (e) and (f) show Hungarian
and Slovenian settlement areas from multiple maps.
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and k in one of the 50 years prior to t. The variable ethnic boundaryj,k,t is the simple

arithmetic mean of the map-level indicators that are 1 if a map m shows nodes j

and k as being located in different ethnic settlement areas and 0 otherwise.14

Modeling and estimation

We start from the idea that the partitioning of space into states results from ‘attrac-

tive’ and ‘repulsive’ forces active between different locations. These forces corre-

spond to factors that affect border formation, such as a river or an ethnic boundary

separating two locations. If two points attract each other, they are likely part of the

same state. If pulled apart by repulsive forces, they may become divided by a bor-

der. Each point is attracted to or repulsed by multiple neighboring points but can

only be part of one state. A point’s ultimate ‘membership’ is therefore the proba-

bilistic result of the interplay of the attraction and repulsion exerted by and among

all its neighbors.

Our Probabilistic Spatial Partition Model (PSPM) captures this logic by mod-

eling the partitioning of a planar graph. The model allows us to estimate the at-

tractive or repulsive forces resulting from multiple attributes of the graph’s edges.

When estimating the effect of ethnic differences on state borders, we can thus ac-

count for covariates that influence ethnic settlement patterns and state borders, as

for example rivers. In the following, we first present and validate the PSPM. We

then introduce our empirical strategy to test our theoretical argument.

Probabilistic Spatial Partition Model

We model state territories as contiguous and mutually exclusive clusters of nodes

(partitions) of graphG introduced above. Our modeling objective is to estimate the

magnitude and uncertainty of the effects of edge-level attributes while accounting

for dependencies in the graph. We here present the fundamentals of the model,

explain our approach to estimation and the quantification of uncertainty, and sum-

marize the results of validating Monte Carlo experiments. We refer to Appendix A

14Where settlement areas overlap, we compute the share of groups for which gm,j differs from
gm,k.
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for any further details.

The model: We model the distribution over all possible partitionings P of lattice

G as a Boltzmann distribution:

Pr(P = pi) =
e−εi∑|P|
i=1 e

−εi
, (2)

where the realization probability of partitioning pi decreases with its energy εi. The

term energy reflects the origin of the Boltzmann distribution in modeling the con-

dition of a system in statistical mechanics (e.g., Park and Newman 2004).15 Because

systems typically move towards a low energy, low-energy partitionings are associ-

ated with comparatively high probabilities.

Applied to the partitioning of space into states, we can interpret the energy εi as

the sum of inter- and intrastate tensions that result from a given partitioning. Figure

3 illustrates this intuition for four interconnected vertices separated by an ethnic

boundary and a river. The plot maps five (out of twelve possible) partitionings, the

color and numbering of each node indicating its ‘country.’ In the example, tensions

result when states are too small (b, d), multi-ethnic (a, c), or divided by the river

(a, e). Intuitively, partitionings with ubiquitous tensions (left) are less likely than

those with less tension (right).

We assume that a partitioning’s total energy εi is determined by the sum of

realized energies of the edges that connect all first-degree neighbor node pairs L on

the lattice:16

εi =
∑
j,k∈L

εj,k ∗ sj,k, (3)

whereby the potential energy εj,k of the edge between nodes j and k is realized if

j and k are part of the same partition (sj,k = 1, solid lines in Figure 3) and is not

realized if they are part of different partition (sj,k = 0, dotted lines in Figure 3).

At the focus of our empirical interest are the determinants of each edges’ potential

15The PSPM can be reformulated as an Exponential Random Graph Model, where P (Y = yi) is
the probability of the realization of subgraph yi of lattice G where yi exclusively connects members
of the same partition.

16More complex PSPMs could account for higher-level predictors.
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(a) (b) (c) (d) (e)

Figure 3: Illustration of the PSPM
Note: Spatial lattice with two border determinants, an ethnic boundary (red) and a river (blue).
Depicts five possible partitionings of the lattice, each attributed with a total energy ε and a
probability Pr. For illustrative purposes, we set parameters as β0 = −1; βethnic boundary = 1,
βriver = 0.5. The potential energy of each edge (from top, clockwise) is therefore .5, -1, 0, and -.5 (Eq.
5).

energy:

εj,k = β0 + β xj,k, (4)

which defines the potential energy ε of the edge between nodes j and k as the

sum of a constant β0 that captures the baseline repulsion between nodes and edge-

level characteristics xj,k weighted by the parameter vector β. In our case and as

discussed in the next section, xj,k includes the indicator ethnic boundaryj,k and ad-

ditional edge-level covariates. While we have manually set the β parameters in

Figure 3 for illustrative purposes, our empirical goal is to estimate them from the

observed partitioning of Europe.

Because the realization probability of a partitioning decreases with its total en-

ergy (Eq. 2), coefficient estimates can be interpreted as follows: Variables associated

with a positive estimate exert a repulsive force on nodes and increase the probability

of them ending up in different partitions. Those with a negative estimate exert an

attractive force, decreasing the chance that a border separates two points.

Applied to our illustration in Figure 3 where we have manually set

βethnic boundary > βriver, this means that ethnically aligned state territories have the

highest probability (d and e). Borders along the river (c) have a reduced probability.

Finally, because of a baseline attraction between nodes (negative β0), partitionings

with many small countries have a low likelihood (b and d).

Because edge values of sj,k are strongly interdependent, a direct interpretation
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of coefficients is difficult for most edges in G. The one exception consists in bridge

edges. Bridge edges connect two otherwise disjoint network parts (i.e. a peninsula

with the continent) and can therefore independently switch sj,k without violating

the transitivity requirement. For these edges, we can interpret coefficient estimates

as in a logistic regression model, computing odds ratios, predicted probabilities,

and marginal effects (see also Cranmer and Desmarais 2011, p. 73).

Estimation and uncertainty: We estimate the β-parameters in Eq. (4) using a

maximum composite likelihood approach (Lindsay 1988; Varin, Reid and Firth

2011). Here, the likelihood function is the product over the conditional probabili-

ties of vertices’ observed partition memberships, defined based on their neighbors’

memberships. We implement a Gibbs sampler that uses the same logic to sample

from the set of possible partitionings |PG| of graph G, given edge-level predictors

xi,j and known parameters β. The sampler allows us to derive standard errors from

a parametric bootstrap.17

Validation: We test the validity of inferences drawn from our model in an exten-

sive series of Monte Carlo experiments presented in detail in Appendix B. Across

varying β parameter combinations, our results demonstrate that our estimator is

asymptotically unbiased in the size and number of independent networks, and that

parametric bootstrapping produces consistent frequentist uncertainty estimates.

Empirical strategy

To test our main Hypothesis, we estimate the effect of ethnic geographies on the

partitioning of our spatial lattice Gt into states with the following baseline specifi-

cation of the edge-level energy function:18

εj,k,t = β0 + β1 ethnic boundaryj,k,t + γ Xj,k, (5)

17See Appendix A.2.
18Benchmark edge-level logit estimates are upwards biased and overconfident. See replication

materials.
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where β0 is the baseline repulsion between nodes and ethnic boundaryj,k,t captures

whether the nodes of an edge are located in different ethnic settlement areas (Eq. 1

above). To avoid bias from omitted spatial features, Xj,k must capture factors that

cause ethnic as well as state borders. We therefore include time-invariant indicators

for the length of each edge, the size of the largest river19 and watershed20 crossed

by an edge, and the mean elevation (Hastings et al. 1999) along it. Taken together,

these covariates capture important geographic causes of ethnic geography and state

borders (e.g., Morgenthau 1985; Kitamura and Lagerlöf 2020). We scale all variables

to range between 0 and 1 to facilitate the comparison of our coefficients.

Our second analysis uses a lagged dependent variable model to test whether

ethnic boundaries affect border change such that both become increasingly congru-

ent and address reverse causality as the main inferential threat affecting the base-

line model. If ethnic settlement patterns results from identity formation within

state borders (e.g., Hobsbawm 1990) the estimate of β1 in Eq. 5 could be systemati-

cally biased. We therefore account for past borders leaving ethnic boundary to affect

only border change:

εj,k,t =β0 + β1 ethnic boundaryj,k,t−1 + β2 state borderj,k,t−1+

β3 deep lagj,k + γ Xj,k,
(6)

where we model edges’ potential energy in period t as depending on ethnic and

state borders 25 years earlier in t−1. In other words, to explain state borders in 1936,

we control for state borders in 1911 and construct ethnic boundaryj,k,t−1 from ethnic

maps drawn between 1860 and 1910. Because ethnic boundaries are measured in

data from the 50 years preceding the lagged dependent variable (Eq. 1), border

change between t − 1 and t cannot impact ethnic boundaryj,k,t−1. This avoids bias

from reverse causality.

Furthermore, borders in the deep historical past may have caused ethnic bound-

aries and may form precedents for “new” borders (Abramson and Carter 2016; Sim-

mons 2005). To avoid such omitted variable bias, we add a “deep lag” of state bor-

19Based on the ordinal Natural Earth data: https://www.naturalearthdata.com/
downloads/10m-physical-vectors/10m-rivers-lake-centerlines/

20We derive an ordinal variable from Pfaffstetter watershed codes (Lehner, Verdin and Jarvis 2008).
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ders, the share of years in which an edge crosses a border in AD 1100, 1200, ..., 1600,

and 1790.21 Because we lack early-19th century ethnic maps, we cannot estimate the

lagged dependent variable specification for the 1886 outcome data.

We first estimate our baseline and lagged dependent variable models on the

pooled sample of all historical snapshots. In a second step, we estimate separate

models for each period to gauge variation in the effects of ethnic geography over

time. Throughout, we use a parametric bootstrap to derive confidence intervals.22

Results

Overall, we find consistent support for our theoretical argument. We do not only

estimate a strong correlation of ethnic boundaries with state borders in the baseline

model, but also find similarly sized effects in our lagged dependent variable mod-

els. In other words, even when accounting for current and past political borders,

we find that ethnic boundaries are strongly and positively related to the formation

of new borders. We discuss a series of robustness checks thereafter.

Main results: Table 1 presents the main results obtained from estimating the base-

line the lagged dependent variable models on the pooled data. The findings sup-

port our theoretical argument and corroborate further predictions from the broader

literature. The negative constant shows that the nodes in our lattice are generally

attracted to each other when we set all covariates to zero. This attraction is mitigated

by our independent variables.

First, the coefficient of (lagged) ethnic boundaries is positive, showing that

nodes located in differing ethnic settlement areas repulse each other and become

increasingly separated by state borders. The respective effect is only slightly larger

in the baseline model than in the lagged dependent variable model which accounts

for past borders and their determinants. This result shows that the baseline esti-

mates are not simply driven by reverse effects of state borders on ethnic geogra-

phies and omitted variables that have a simultaneous effect on both. Importantly,

the effects of ethnic boundaries are sizeable. They are associated with almost two
21Data is from Abramson (2017) and stops in 1790.
22Appendix D.4 shows robustness to varying burn-in rates of the underlying Gibbs sampler.
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Table 1: Determinants of state borders in Europe, 1886–2011

Baseline Lagged Dep. Var.
Constant −2.25∗ −3.01∗

[−2.44;−1.98] [−3.45;−2.55]
Ethnic boundaryt 1.24∗

[1.12; 1.45]
Ethnic boundaryt−1 1.03∗

[0.81; 1.26]
State bordert−1 1.65∗

[1.44; 1.92]
Deep lag 0.80∗

[0.42; 1.20]
Edge length −0.30∗ −0.32∗

[−0.49;−0.15] [−0.61;−0.04]
River 0.25∗ 0.22

[0.05; 0.48] [−0.18; 0.53]
Watershed 0.64∗ 0.76∗

[0.42; 0.82] [0.47; 1.09]
Elevation mean 0.26 0.31

[−0.48; 0.82] [−0.90; 0.99]

No. of periods 6 5
No. of vertices 6769 5412
No. of edges 17923 14243
No. of states 189 177

Notes: Each period t has a length of 25 years. 95% confidence intervals from parametric
bootstrap in parenthesis. ∗ Statistically significant at the 95% level.

thirds of the energy attributed to a lagged state border and 4 to 5 times the energy

attributed to the largest European river (the Danube).

Conditional on ethnic boundaries, the remaining estimates mostly support pre-

vious theoretical arguments. Large watersheds and rivers are likely to divide lo-

cations into different states. We find no robust evidence that high-altitude terrain

supports border formation. Lastly, and consistent with the findings by Abramson

and Carter (2016), the lagged dependent variable model shows that state borders

from between the 10th and 18th century continue to separate nodes after 1886.

Interpretation of effect sizes: Table 1 says little about the estimated absolute ef-

fect of ethnic boundaries on state borders. As discussed above, we can interpret

the coefficients in parallel to those of a logistic regression for edges that bridge oth-
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(a) Border probabilities predicted from observed data (2011), baseline model

(b) Border probabilities predicted without ethnic boundaries, baseline model

(c) Distribution of effect of ethnic boundaries on edge-level border probability

Figure 4: Effect of ethnic boundaries on edges’ predicted border probability.
Note: Sampled (a) based on observed data from 2011 and (b) based on counterfactual data without
ethnic boundaries, using parameters from Model (1), Table 1. Panel (c) plots the distribution of the
difference in the predicted probabilities for edges crossing an ethnic boundary. Straight lines at
mean values.
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erwise disjoint parts of the lattice and are therefore independent. For these bridge

edges, the coefficient of ethnic boundary implies an odds ratio of 3.5 [3.1, 4.3]23 for

the baseline model. Holding all covariates at their median values, an ethnic bound-

ary thus leads to an increase in the probability of crossing a state border from 10.6

[8.9, 12.0] to 29.0 [26.4, 32.2] percent. The lagged dependent variable model yields

an odds ratio of 2.8 [2.3, 3.5] and a change in the border probability from 5.5 [4.1,

7.3] to 14.1 [10.9, 17.8] percent.24 These substantial effects constitute a lower bound

to the effects of ethnic boundaries which increase as they cross multiple interde-

pendent edges.

Interpreting the results for the more common case of interdependent edges re-

quires using our estimates to repeatedly sampling partitionings of graph G. With

the resulting set of partitionings, we can compute predicted edge-level border prob-

abilities as the fraction of partitionings in which an edge crosses a border. To assess

the joint effect of all ethnic boundaries, we sample two types of partitionings. The

first type is sampled from the observed data in 2011. The second, counterfactual

type is sampled assuming that all of Europe belongs to the same ethnic group25

but holding all other covariates at their observed values. The joint effect of all ob-

served ethnic boundaries on an edge is then the difference between its probability

of crossing a state border derived from the observed and that obtained from the

counterfactual data.

Figure 4 plots the results of this procedure. Panel (a) and (b) map the pre-

dicted probabilities of each edge derived from the observed and counterfactual

data for the year 2011 using the estimates from our baseline model. Comparing

Panel (a) with (b), we see that incorporating information from ethnic boundaries in

(a) greatly increases the fit of the predicted border probabilities with the contem-

porary map of Europe. Panel (c) plots the distribution of the difference between

these two estimates for all edges that cross an ethnic boundary. The plot clearly

shows that ethnic boundaries substantially increase border probabilities, with ef-

fects that are larger than the ones for bridge-edges discussed above. On average,

border probabilities increase by 35 percentage points in the baseline model. In the

2395% CI in parentheses.
24This change is conditional on no border in t− 1, hence the lower probability.
25I.e., setting all ethnic boundaries to zero.
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Figure 5: Effect of ethnic boundaries on the partitioning of Europe into states
Note: 95% CIs and grey areas show the distribution of bootstrapped estimates.

lagged dependent variable model, border probabilities increase by 17 percentage

points. This lower effect results from the relatively small baseline probability of

border change. In sum, these results confirm a substantial effect of ethnic bound-

aries on the location of (newly drawn) state borders.

Variation over time: Figure 5 disaggregates the results of the pooled models. To

shed light on the temporal dynamics in the reshaping of states, we estimate a sep-

arate model for each 25th year in our data (1885, 1911, ..., 2011). We see that the as-

sociation of state borders with ethnic boundaries estimated from the baseline spec-

ification increases over time. This is consistent with the main hypothesis and the

lagged dependent variable estimates. The temporally disaggregated lagged depen-

dent variable models show that ethnic geography affected changes in state borders

particularly around the turn of the 19th century, World War I, and between 1986 and

2011 when the Soviet Union and Yugoslavia collapsed.26 World War II did come

with a slightly smaller ethnic alignment of state borders, and no changes occurred

in Europe between 1961 and 1986. In line with Skocpol (1979) and Abramson and

Carter (2021), these patterns suggest that systemic instability increases nationalist

26Our results are consistent with the fact that Post-Soviet and Post-Yugoslav borders mostly fol-
lowed administrative boundaries. These were often created based on ethnic geography (e.g., Hirsch
2000) and only administrative borders that roughly coincided with ethnic divides were ‘upgraded’
to state borders.
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border change.

Robustness checks

Our robustness checks assess whether the main findings are driven by potentially

endogenous changes in ethnic geography, the choice of control variables, as well

as the spatio-temporal structure of our data. Appendix D presents all details and

results of the analyses summarized below.

Pre-1886 ethnic boundaries: Political biases may affect in particular ethnic data

produced during the World Wars. In addition, our main results could be biased

by omitted factors that first changed ethnic settlement patterns and, temporarily

lagged, correlated border change. As a remedy, we use ethnic boundaries observed

in the 50 years prior to 1886 as time-invariant predictor and re-estimate our models.

The results in Figure 6 show that the effects of these stable historical ethnic bound-

aries are only marginally smaller than our baseline estimates. We also observe a

similarly increasing alignment of state borders to ethnic boundaries as above. Reaf-

firming the absence of reverse and providing evidence against political bias in our

analysis, the lagged dependent variable results show that pre-1886 ethnic bound-

aries continued to affect border changes even a century later.

Control variables: We assess whether our main results are sensitive to the speci-

fication of control variables. First, we re-estimate our main models without control

variables. Second, we add control variables to the baseline specifications, control-

ling for terrain ruggedness, 1880 population density around vertices,27 as well as

the absolute longitude and latitude change covered by an edge.28 These variations

do not substantively change the estimated effects of ethnic boundaries.

Variation of the data structure: We also test the sensitivity of our results to our

spatio-temporal data structure. Regarding the temporal dimension, our results are

27From Goldewijk, Beusen and Janssen (2010).
28See Laitin, Moortgat and Robinson (2012) who show that countries tend to be east-west oriented

.
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Figure 6: Effect of pre-1886 ethnic boundaries on the partitioning of Europe into
states
Note: 95% CIs and grey areas show the distribution of bootstrapped estimates.

robust to varying the length of periods t between 5 and 65 years.29 We also imple-

ment robustness checks that vary the three parameters that determine the spatial

data structure: the location of the ‘anchor’ vertex, the length of its edges, and its

connectivity structure. First, we shift our network 100 times in the east-west and

north-south direction. Second, we vary the length of edges between 50 and 200km.

Third, we implement triangular, quadratic, and random lattice structures. For each

resulting network, we regenerate the entire dataset and re-estimate our main speci-

fication. Our estimates remain statistically and substantially significant and similar

to the baseline results across all network specifications. As additional evidence

against potential bias from ethnic maps that are erroneous or manipulated, effects

increase with coarser networks in which spatial measurement error becomes less

relevant.

In sum, our robustness checks show that the main results are not due to either

endogenous changes in ethnic boundaries over time or potentially arbitrary mod-

eling decisions of ours. The consistency of results with early ethnic data and coarse

spatial networks also suggests the absence of substantive bias from political ma-

nipulation of ethnic data. In the next section, we provide evidence on secessionist

2965 years is the maximum period length that produces at least two periods.
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claims and conflicts as an important mechanism through which ethnic geography

shapes state borders in the age of nationalism.

Mechanism: Secessionist claims and conflict

Because there are more potential ethnic nations than realized states, we posit that

that secessionism drives the border-changing effects of nationalism. We here test

this conjecture by analyzing whether ethnically distinct peripheral regions were

more likely to experience secessionist claims, conflict, and ultimate secession since

1946.

Data

The vertices of our baseline lattice G constitute the units of analysis,30 avoiding

units that are either spatially misaligned with our (in)dependent variables or de-

fined based on state borders. We code whether points are (1) claimed by a self-

determination movement, (2) fought over in a secessionist ethnic civil war, and (3)

affected by a successful secession. Yearly data on secessionist self-determination

claims between 1946 and 2012 come from the GeoSDM dataset (Schvitz, Germann

and Sambanis 2021, and Appendix C.2). The Ethnic Power Relations data (Vogt

et al. 2015) enlists the settlement regions of ethnic groups associated with secession-

ist civil wars between 1946-2016. Lastly, we code secession when a point becomes

part of a newly independent state in the CShapes 2.0 data (Schvitz et al. 2022).

We expect that areas that are ethnically distinct from states’ core groups are

most likely to experience secessionism. We capture this logic by using our historical

ethnic maps to measure whether a point is ‘non-coethnic’ to their state’s capital.31

Empirical strategy

We model the onset of secessionist claims, conflicts, and successful secession us-

ing a Cox Proportional Hazard Model, which mitigates the problem of successful

30Appendix E shows robustness to different spatial data structures.
31We construct this variable in parallel to the network-based variable ethnic boundary (Eq. 1).

Appendix E shows robustness with pre-1886 ethnic data.
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secession leading to selection out of the treatment group:32

h(τ)j,t = h0(τ) exp(β1 non-coethnic capitalj,t + γ Xj,t + εj,τ ) (7)

where h(τ)j,t is the expected onset risk of one of the three outcomes in point j in cal-

endar year t and relative time τ – the years since j became a member of its current

state.33 Next to our variable of interest non-coethnic capitalj,t, we add controls Xj,t

that account for the most important joint structural causes of peripheral minority

status and secessionist conflict (e.g., Carter, Shaver and Wright 2019). These follow

two logics. The first mirrors the dyadic controls from our main analysis, capturing

the distance (logged), size of largest river and watershed, as well as the mean ele-

vation between point j and its capital Cj,t, and the fraction of centuries (1000-1790)

in which the two were part of the same state. The second logic focuses on points

j only, with controls for the local population density (logged; Goldewijk, Beusen

and Janssen 2010), the altitude and terrain slope (FAO 2015), as well as each points’

distance to the closest border (logged).

We additionally estimate stratified models where the baseline hazard h0(t)

varies by country-year. Similar to country-year fixed effects, this accounts for time-

varying confounders within states (e.g., the breakup of the USSR). We cluster stan-

dard errors on ‘stable state segments,’ sets of points that were always jointly mem-

bers of the same states.

Results

We find large and statistically significant effects of being ruled from a non-coethnic

capital on demands for and realizations of secession. Over 50 years and holding

covariates at their median value, Figure 7 shows that ethnically distinct regions

have a probability of about 39 percent to be part of a claimed, violently pursued (19

percent), or realized border change (40 percent). The respective probabilities for

32Accounting for further potential endogeneity by analyzing only point-years unaffected by post-
1946 border change increases effect sizes (Appendix E).

33This counter starts with our data in 1946. The end of World War II as a critical juncture arguably
restarted the survival ‘clock’ in much of Europe.
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Figure 7: Effect of ethnic boundaries on secessionism.
Note: Predictions with 95% CIs based on Models 1, 3, and 5 in Appendix Table A3, setting covariates
to median values.

co-ethnic areas are close to zero.34 While the break-up of the USSR and Yugoslavia

dominate the temporal pattern of secessions, our results hold when we stratify by

country-year. In sum, they show that ethnic secessions drive the alignment of state

borders with the ethnic map.

Global comparison

Our findings have so far been limited to 19th and 20th century Europe. We here

analyze its generalizability by comparing the effects of ethnic geography on recent

borders and border change in Africa, Asia, Europe, and the Americas.

To do so, we create one lattices of the same spatial structure as above for each

continent. We then use our main PSPM specifications to estimate the effect of ethnic

boundaries on state borders in 2017. We use the earliest global data on ethnic ge-

ography from the 1963 Soviet Atlas Narodov Mira (Weidmann, Rød and Cederman

2010). Adapted to this data, the lagged dependent variable models control for state

34This corresponds to a 16, 22, and 50-times greater risk for non-coethnic regions to experience the
three respective outcomes (see E).
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Figure 8: Effect of ethnic boundaries in 1964 on state borders across continents
Note: 95% CIs and grey areas show the distribution of bootstrapped estimates.

borders in 1964.35

Starting with Africa, the results in Figure 8 support the conventional wisdom

that decolonization and the uti possedetis norm preserved colonial borders drawn

with little reference to ethnic geography (Griffiths 2015; Michalopoulos and Pa-

paioannou 2016). The baseline coefficient is relatively small (yet statistically sig-

nificant) and the lagged dependent variable result shows no significant effect on

border changes since 1964. Turning to Asia, the results suggest a more substantive

effect of ethnic boundaries. Though ‘only’ half the size compared to Europe, ethnic

boundaries significantly correlate with borders in 2017 and with post-1964 border

change. This result is mostly driven by the independence of ethnically distinct So-

viet Republics. Lastly, we observe a stronger cross-sectional correlation between

ethnic and state boundaries in North than in South America. The absence of recent

border change prohibits estimating lagged dependent variable models.

In sum, these results yield two insights. First, state borders are cross-sectionally

aligned with ethnic boundaries at a global scale, with states in Africa showing the

least alignment. Second, ethnic boundaries seem to affect border change in Asia

and Europe but not elsewhere. Ongoing ethno-nationalist conflicts from secession-

ist Kurdistan to border disputes between India and Pakistan suggest an ongoing

35Lacking global data on historical state borders, we omit the ‘deep lag.’ This does not affect
results for Europe.
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risk of ethnic reshaping of Asian states. In contrast, outright secessionist conflict

is comparatively rare in Africa where the territorial integrity norm is generally up-

held (Englebert and Hummel 2005; Zacher 2001) but ethnic conflict fragments some

states internally.

Conclusion

Assessing nationalism’s impact empirically, this study has analyzed whether, by

how much, and how the nationalist principle reshaped European states along eth-

nic boundaries since 1886. In doing so, we contribute to the literature on interna-

tional borders that has so far said little about their origins.

Theoretically, we have drawn on a rich and mostly qualitative literature that

highlights the impact of nationalism on international borders through secession

and, in fewer cases, unification and irredentism. Over time, these processes gradu-

ally increased the fit between state borders and the ethnic map. We have tested this

proposition with new spatial data on ethnic settlement patterns since 1855, relying

on a new Probabilistic Spatial Partition Model that allows us to estimate the effect

of ethnic geography on the partitioning of Europe into states.

Our results show that ethnic boundaries have large and consistent effects on the

location and change of state borders since 1886. We estimate that an ethnic bound-

ary between two locations increases the likelihood of the presence of an interstate

border between them by 35 percentage points. Ethnic boundaries have a similarly

large effect on border change, increasing by 17 percentage points the probability of

a state border conditional on past state borders. Supporting the claim that seces-

sionist border change drives the ethnic reshaping of states, we find that peripheral

ethnic minorities are at substantially higher risk to be subject to secessionist claims,

conflict, and final break away from their multi-ethnic state.

In sum, our findings suggest that ethnic geography has had a substantial and

continuing impact on the shape of European states. This has important implica-

tions for our understanding of state formation and its effects. State borders and the

distribution of ethnic groups within them should not be treated as exogenously

given. Quite to the contrary, the number, territorial shape, and ethnic makeup
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of states often resulted from nationalist struggles for ethnic self-determination.

This should be kept in mind when comparing ethnically homogeneous European

‘nation-states’ with their mostly multi-ethnic counterparts elsewhere on the globe.

Moreover, our results indicate that the ethnic alignment of state borders is on-

going as we estimate the largest effect of ethnic geography on border change after

1986 when the USSR and Yugoslavia collapsed. Secessionist movements continue

to challenge the borders of, for example, the Ukraine, Spain, and even France.

The rising demands for Scottish independence and Irish unification only under-

score the central role of nationalist struggles over borders in contemporary politics

in Europe. Looking beyond Europe, we have found similar dynamics of ethno-

nationalist border change in Asia but not elsewhere. Mostly driven by former So-

viet Republics, the available data have insufficient historical depth to draw firm

conclusions on whether the region (and any other continent) follows a macro-

historical trajectory similar to Europe or not.

The answer to this question will shape the future of many multi-ethnic states.

Since our analysis of post-1886 Europe is primarily structuralist, we caution against

deterministic extrapolations. While it is important to recognize the potential of

ethnic centrifugal forces, previous research points to possibilities for their peace-

ful containment. For example, ethnic power-sharing and regional accommoda-

tion may help defuse nationalist tensions (Cederman, Gleditsch and Buhaug 2013).

More radically, dissociating states from nations (Mamdani 2020) may succeed in

depoliticizing ethnic divides. Internationally, territorial integrity norms may have

rained in nationalist excesses (Zacher 2001). Alarmingly, however, the recent re-

vival of nationalist forces around the globe could endanger such progress.
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A Probabilistic Spatial Partition Model

A.1 A distribution over partitionings

Our model operates on a lattice graph G, typically a planar graph with grid-like
structure that is superimposed over the area of interest. G consists of N nodes and
M edges, where edges connect neighboring nodes.

Our model is based on a probability distribution defined over all contiguous
partitionings of G. A contiguous partitioning is an assignment of G’s nodes into
K ≤ N groups, called partitions, such that any two member nodes of a partition k
are connected on G through a path that only passes through other member nodes
of k. To give an example, consider a simple lattice with four nodes, arranged in a
square, each connected to their two orthogonally adjacent neighbors. There are 12
contiguous partitionings possible on this baseline lattice: One where all nodes are
isolated, 2 partitionings of 2+2, 4 partitionings of 3+1, 4 partitionings of 2+1+1, and
one partitioning where all nodes are in the same partition.

We give the probability distribution over partitionings the form of a Boltzman
distribution,

Pr(P = pi) = Z−1e−εi , (A1)

where P is a random variable denoting the partitioning of G, pi is some realized
partitioning with index i, and εi is the ‘energy’ associated with partitioning i. The
term ‘energy’ for ε is owed to the Boltzman distribution’s origin in statistical me-
chanics (Park and Newman 2004). Besides the usefulness of having a name for ε
and as explained in the main paper, ε can be intuitively interpreted as total ‘politi-
cal tension’ in the system when applying the model to the partitioning of space into
political units. Finally, Z is a normalizing sum,

Z =

|P|∑
i=1

e−εi , (A2)

with P being the set of possible contiguous partitionings.
In our model, the partitioning energy εi is a function of edge-level energies. Let

εj,k represent the energy value of the edge that connects nodes j and k. Further,
let sj,k be a variable that takes a value of 1 if nodes j and k are part of the same
partition, and zero otherwise. Then we define

εi =
∑
j,k∈L

εj,k ∗ sj,k, (A3)

where L is the set of all node pairs that are connected by an edge in G. In other
words, the energy of a partitioning is given by the sum of the energy of all edges
that connect two nodes of the same partition.

It is worth noting an important implication of this setup: Distribution (A1)
‘prefers’ (i.e assigns higher probability to) partitionings where partition borders
coincide with high-energy edges. This relationship allows us to formulate a model
where the probability of observing any given partitioning is a function of edge-
level covariates (like observed natural obstacles). In practice, we specify a linear
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relationship,
εj,k = β xj,k, (A4)

where xj,k is a vector of edge-level covariates and a unit constant, and β is a pa-
rameter vector of corresponding length.

To illustrate how the edge-level covariates and parameters determine the prob-
ability of different partitionings, let us discuss a simple example. Say we have a
covariate measuring whether an edge crosses a river. If the respective β parameter
is positive, then the presence of rivers will increase the energy of all edges crossing
rivers. As a result, ceteris paribus, partitionings where partition borders run along
rivers are now more probable than other partitionings. Naturally, the same applies
to any covariate measuring any type of distance. For these, positive β parameters
imply that larger distances increase the likelihood of partition boundaries between
nodes, and vice-versa for negative β parameters.

A.2 Sampling from the model

Before we discuss the estimation of our model, it is useful to discuss our approach
to sampling. Note that sampling from the distribution over partitionings directly
is infeasible for non-trivial sizes of G as the number of possible partitionings to
iterate over grows exponentially.36 For instance, the number of possible contiguous
partitionings of a 3x3 quadratic lattice is 1434; for a 10x10 quadratic lattice it is
approximately 1045 (see Sloane et al. 2003, A145835).

A more practical approach is Gibbs sampling. Specifically, we sample the par-
tition membership of each node in G, conditioned on the partition membership of
all other nodes. A single Gibbs sample is completed once we have iterated over all
nodes in the baseline lattice.

To illustrate our Gibbs sampling approach, it is useful to think of partition mem-
bership not as a node attribute, but as a relational attribute between any two nodes.
To this end, let us slightly rewrite our probabilistic model over partitionings. Let H
be a complete graph between allN nodes inG. H will haveN(N−1)/2 edges. Each
edge of H is associated with a binary random variable Sj,k that captures whether
nodes j and k are in the same partition (sj,k = 1) or in distinct partitions (sj,k = 0).
Distribution (A1) can then be rewritten as

Pr(S = s) =

{
Z−1 exp

(
−
∑

j,k∈L εj,k ∗ sj,k
)

if s ∈ P

0 otherwise,
(A5)

where P is the set of valid contiguous partitionings on G, and S is a random vector
of all N(N − 1)/2 edge-wise S variables. Assigning a non-zero probability only if
the realized state vector s is in P is necessary because there are many permutations
of s that do not yield valid contiguous partitionings. For one, there are many per-
mutations of s where transitivity is violated, e.g. where node pairs (j, k) and (k, l)
are each assigned to the same partition (sj,k = 1 and sk,l = 1), but node pair (j, l)
is not (sj,l = 0). Moreover, there are many permutations of s where transitivity

36To our best knowledge, the exact function that maps lattices onto the number of possible con-
tiguous partitionings is unknown.
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holds, but the partitioning is not contiguous. We assign these permutations a zero
probability weight because they are not part of the sampling space of (A1).

We can sample from (A5) using block-wise Gibbs sampling. Specifically, we
sample from the conditional distribution Pr(Sj |S−j), where Sj is a vector of all S
for those edges adjacent to node j, and S−j is a vector of all remaining S. In other
words, we sample the partition membership of node j conditioned on the partition
memberships between all other nodes. The conditional distribution is given by

Pr(Sj = sj |S−j = s−j) =
Pr(S = s)∑

s
′
j∈ Sj Pr(Sj = s

′
j |S−j = s−j)

=


exp
(
−
∑

j,k∈Nj
εj,k∗sj,k

)
∑

s
′
j
∈ Sj

exp
(
−
∑

j,k∈Nj
εj,k∗s

′
j,k

) if s ∈ P

0 otherwise,

(A6)

where Sj is the set of all possible permutations of sj and Nj is the set of edges ad-
jacent to node j in G. At first sight, expression (A6) seems difficult to sample from,
as it requires us to sum over all 2N−1 permutations of sj . In practice, however, we
only care about permutations that yield a valid contiguous partitioning, of which
there are few. In fact, there are only two types: One where sj is a zero-vector and
node j forms its own partition, and one where node j is part of a partition in its
neighborhood in G. These relevant permutations of sj are very easily identified,
and thus (A6) can be computed rapidly.

A.3 Estimation by Composite Likelihood

We are interested in obtaining an estimate for the parameter vector β. Ideally we
would do so by exact maximum likelihood, i.e. by solving

β̂ = arg max
β

ln L̂(β ; p,X), (A7)

where

ln L̂ = ln Pr(P = p | β,X)

= −(
∑
j,k∈L

xj,kβ ∗ sj,k)− ln(Z). (A8)

p denotes the observed partitioning, and sj,k is a binary scalar indicating whether
nodes j and k are observed to be in the same partition. Unfortunately, computing
(A8) exactly is impossible for non-trivially sized Gs, as we would have to compute
the normalizing sum Z.

Instead, we pursue a maximum composite likelihood approach, where we ap-
proximate the full likelihood using a product over conditionals (Lindsay 1988; Varin,
Reid and Firth 2011). Specifically, we use expression (A6) and estimate β by maxi-
mizing the following log composite likelihood,

ln L̂C =
N∑
j=1

ln Pr(Sj = sj |S−j = s−j). (A9)
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This is similar in structure to the pseudolikelihood proposed by Besag (1974), with
the key difference that Besag’s model estimates vertex-level outcomes on a lattice,
whereas we are interested in partition memberships. Though inefficient, maximum
composite likelihood generally yields consistent estimates (Lindsay 1988). How-
ever, it is important to note that asymptotic theory only ensures consistency as the
number of independent samples approaches infinity, not the number of random
variables in the joint distribution that is approximated. In our case, this means that
consistency is only ensured in the number of independent graphs G, not in the
graph size N (Varin, Reid and Firth 2011). Hence, whether consistency also holds
in N is an empirical question, which we address in Appendix B below.

In order to obtain stable estimates where the likelihood is relatively flat, we
augment (A9) with a penalization parameter σ that nudges our estimate towards
0,37 thus obtaining our parameter estimates from

β̂ = arg max
β

ln L̂C(β ; p,X)− β2

2σ
(A10)

A.4 Standard errors

Because we estimate β by maximizing the (intentionally misspecified) compos-
ite likelihood (A9), we cannot use the observed Fisher information to estimate
var(β̂). One common approach for computing appropriate standard errors for
composite likelihood estimates is to substitute the Fisher information matrix with
the Godambe information matrix (Godambe 1960). However, obtaining unbiased
estimates of the Godambe matrix is difficult without many independent samples
(Varin, Reid and Firth 2011, pp. 29ff). For this reason, we adopt a resampling ap-
proach, relying on a parametric bootstrap algorithm to estimate standard errors
and confidence intervals (e.g., James et al. 2013, pp. 187-190).

Our algorithm consists of three steps. First, we obtain B partitioning samples
from the fitted model using the Gibbs sampling (Section A.2, each with a separate
Gibbs chain. To achieve good mixing, we initialize each chain by assigning each
vertex its own partition and discard the first 100 ‘burn-in’ samples.38 Second, we
refit the model to each of theB partitioning samples, obtainingB parameter vectors
β̂B . Third, we obtain confidence interval estimates for parameter βk by computing
the empirical quantiles over the B βBk samples. See Section B.2 for simulation re-
sults showing unbiased coverage of the resulting confidence intervals.

B Model Evaluation: Monte Carlo Simulations

We conduct Monte Carlo experiments to test the performance of our model and
the Maximum Composite Likelihood estimator estimator. The main experiments
explore potential biases in estimates recovered by the estimator and investigate the
precision of uncertainty estimates while varying the (1) burn in rate of our sampler,
(2) the size of networks, and (3) the number of independent instances. Biases stabi-
lize after a relatively short burn in period and decrease with the size and number of

37Throughout this paper, we set σ = 10.
38See Section B.2 for an evaluation of effects of the burn-in rate on parameter estimates.
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networks. Biases are mainly concentrated in areas with separation issues. Standard
errors derived from the Hessian of the Maximum Composite Likelihood estimator
are consistent in most cases. Parametric bootstrapping offers an alternative method
to derive uncertainty estimates.

B.1 Simulation setup

(a) Predictor. Grey: x ∼ N(0, 1); red:
x ∼ N(1, 1)

(b) Sampled partitioning: β0 = −1;
β1 = 1; burn-in rate of 100

Figure A1: Monte Carlo simulation setup

Our simulation setup is visualized in Figure A1. For every simulation, we con-
struct a set of I instances of graphs G, each consisting of N vertices. Each lattice
covers a quadratic area and exhibits a hexagonal network structure. Each edge is
associated with a value of a single predictor. As shown in Figure A1a, the predictor
x – the experimental equivalent to an ethnic boundary, river, or mountain ridge – is
drawn from a normal distribution with mean 1 (x ∼ N(1, 1)) for the first, third, fifth,
..., column of edges, and from the normal distribution with mean 0 (x ∼ N(0, 1))
for all other columns as well as vertical edges. The differing means combined with
random local variation introduce a ‘typical’ geographic structure similar to, e.g.,
mountain ranges.39

We use the Gibbs sampler described in A.2 to sample the partitioning ofG based
on the following edge-level energy function:

εj,k = β0 + β1 x, (A11)

where we experimentally control β0 and β1, setting them to ‘realistic’ values, i.e.
letting vertices have a baseline attraction with β0 ranging between -2 and 0, and
making the predictor repulse vertices with a β1 ranging between 0 and 2.

In a last step, we use the sampled partition of G to estimate β̂0 and β̂1. For each
experiment, we vary one particular set of parameters and fix all others at a constant
value. For each parameter combination, we analyze 100 independently sampled
networks. We conduct one additional experiment to evaluate the consistency of
uncertainty estimates derived from a parametric bootstrap. Table A1 summarizes

39Note that values of x are drawn only once and are stable across instances of our experiments
where lattices are of the same size.
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the parameters governing each experiment. We run the experiments on a high-
performance server with 40 CPUs and 1.5TB RAM.

Table A1: Monte Carlo Experiment Parameters

Parameter values:
Experiment Iterations Beta 0 Beta 1 Network size Instances Burn-in rate Std. error

1. Burn-in rate 100 [-2, -1, 0] [0, 1, 2] 1024 1 [1, 5, 10, .., 1000] –
2. Network size 100 [-2, -1, 0] [0, 1, 2] [16, 64, .., 4096] 1 100 –
3. Instances 100 [-2, -1, 0] [0, 1, 2] 256 [1, 2, 4, 8, 16] 100 –
4. Para. bootstrap 100 [-2, -1, 0] [0, 1, 2] 1024 1 100 Bootstrap

B.2 Results

Following Table A1, we start by examining the upward or downward bias in the
results of our experiments. The bias of an estimated β̂k parameter is defined in
a straightforward manner as β̂k − βk. We examine this bias as a function of the
burn-in rate, the size of graphs, and the number of independent graphs. Lastly, we
examine the quality of confidence intervals derived from a parametric bootstrap.
In sum, the results show that parameter estimate are asymptotically consistent and
that estimate uncertainty is well reflected in the bootstrapped confidence intervals.

1. Burn-in rate: Figure A2 plots the results of experiment 1, examining the rela-
tionship between the burn-in rate of our Gibbs sampler and the bias in parameter
estimates. The graph shows that the bias decreases quickly, approaching 0 only
after 10–50 burn-in periods. In a set of experiments with a high baseline attraction
between nodes (β0 = −2) and no effect of our predictor (β1 = 0), we see that the
decrease in the bias in β̂0 is matched by an increase in the bias in β̂1. This is due
to separation issues in the networks, which cause the two biases being negatively
correlated. Based on these results, we choose as baseline burn-in rate of 100 for all
following experiments and examine the behavior of estimate biases as we vary the
size and number of networks.

2. Network size: Next, we examine whether biases in our estimates decrease
as we increase the size of networks. This is a necessary test as the consistency of
the Maximum Composite Likelihood estimator is only ensured in the number of
independent graphs G, not in the graph size N (see Section A.3 above; Varin, Reid
and Firth 2011). Increasing the size of our experimental graphs in exponential steps
from N = 16 to N = 4096 shows that the estimator is asymptotically consistent. As
plotted in Figure A3 the estimator bias and variance decrease sharply in N and
approaches 0 for all combinations of beta parameters. This decrease is slowest in
areas where our data is vulnerable to separation problems, i.e. for β0 = −2. With
such high baseline attraction, only very large networks yield unbiased estimates.

3. Number of instances: In the next step, we test whether our estimator is
asymptotically consistent in the number of independent instances of graphs G. For
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Figure A2: Bias in parameter estimates and the burn-in rate.
Note: Resulting from Monte Carlo simulations with the following parameters: 100 iterations; 1024
nodes on a hexagonal lattice; 1 instance; burn-in rate, β0, and β1 as shown in graph.

Figure A3: Bias in parameter estimates and the size of spatial lattices.
Note: Resulting from Monte Carlo simulations with the following parameters: 100 iterations; 1
instance each; burn-in rate of 100; network size (hexagonal structure), β0, and β1 as shown in graph.

that purpose, we increase the number of instances in exponential steps from 1 to
16. Figure A4 shows that the resulting biases and variance in β̂0 and β̂1 decrease
as our estimator draws on more independent data. We again note that this de-
crease is slowest in areas where our data is vulnerable to separation problems, i.e.
for β0 = −2. With this high baseline attraction between nodes, we need many (or
large, or both) networks to obtain unbiased estimates.
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Figure A4: Bias in parameter estimates and the number of independent of spatial
lattice instances.
Note: Resulting from Monte Carlo simulations with the following parameters: 100 iterations;
network size N = 256; burn-in rate of 100; number of instances, β0, and β1 as plotted.

4. Parametrically bootstrapped confidence intervals: Lastly, we test he consis-
tency of our procedure for obtaining standard error described above in Section A.4.
To that intent, we first compute bootstrapped 95% confidence intervals for the beta
estimates of 100 Monte Carlo experiments for each combination of β parameters.
For each set of 100 experiments, we then compute the ‘coverage’ of confidence in-
tervals, i.e. the fraction of confidence intervals that contain the real β value. If
our bootstrapped confidence intervals are consistent, this fraction is close to and
statistically indistinguishable from .95.

Figure A5 shows that for most β parameter combinations, around 95% of our
bootstrapped confidence intervals contain the real value of β. Confidence intervals
are slightly overconfident (i.e. too small) for very small values of beta0. This result
is directly related to the (small) biases that affect our estimates in this corner of the
parameter space where separation problems occur. Statistically, it is not surpris-
ing that parametrically bootstrapped confidence intervals for biased estimates are
not consistent. However, even for those biased cases, the resulting coverage gap is
relatively small (ca. 90% instead of 95%). Adding the above insight that our estima-
tor is asymptotically consistent, these results show that the parametric bootstrap is
able to derive consistent confidence intervals.
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Figure A5: Precision of confidence interval coverage: Standard errors and 95%
confidence intervals derived from parametric bootstraps (Section A.4.
Note: Grey bars denote the 95% confidence interval of the CI coverage estimates. Monte Carlo
simulations with 100 iterations; 1 instance each; 1024 nodes; burn-in rate of 100; β0 and β1 as plotted.

C Data

C.1 Historical ethnic map collection

We worked with a team of research assistants to gather ethnographic maps of Eu-
rope from the 19th century to the present, relying on 25 different online and archival
resources. This yielded a total of ca. 350 digitized maps,40 from which we selected
73 maps that we considered the most suitable. Five criteria determined maps’ suit-
ability. (1) Maps must depict ethnic settlement areas (as opposed to general maps
of race or religion, or maps of a group’s population share). (2) Maps should depict a
snapshot in time close to the year they were published (as opposed to ex-post maps
of historical ethnic geography). (3) Maps must have sufficient level of detail and
precision. (4) They should not exhibit obvious signs of political bias. (5) Maps can-
not be duplicates of other maps (some maps were just slightly altered, republished
versions of earlier ones). Figure A6 summarize maps temporal distribution (c), as
well as the correlation of the final edge-level measure of ethnic boundaries over the
main time periods in our analysis (d). We include the metadata and images of all
digitized maps as well as examples of discarded ones in the replication files.

40This count is approximate since we digitized many maps on the basis of Library Catalogue
entries which ended up not being maps of ethnic groups in the first place.
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(a) Number of maps over time (b) Correlation of ethnic boundary across periods t

Figure A6: Historical ethnic data: Summary

C.2 Data on self-determination claims: GeoSDM

To capture secessionist claims, we draw on new spatial data from GeoSDM (Schvitz,
Germann and Sambanis 2021). This dataset maps territorial claims made by 466
self-determination movements worldwide since 1945, as identified by the Self Der-
mination Movements (SDM) dataset (Sambanis, Germann and Schädel 2018). Our
analysis is limited to secessionist claims in Europe, a subset of the full GeoSDM
data.

GeoSDM codes the “dominant” territorial claim as expressed by representatives
of each SDM. In addition, the dataset accounts for changes in territorial claims over
time that may result from changes in international borders or changes in a group’s
stated objectives. Territorial claims are coded based on the detailed background in-
formation on each movement provided by the SDM dataset’s supplementary infor-
mation, as well as multiple primary and secondary sources describing the territo-
ries claimed by separatist movements (e.g. Minahan 1996, 2002; Roth 2015). Where
possible, GeoSDM relies on existing spatial datasets to geocode territorial claims
(e.g GADM 2019; Weidmann, Rød and Cederman 2010). Where available GIS data
was insufficient, claim polygons were based on digitized maps, mostly taken from
Roth (2015).

D Robustness checks: Probabilistic Spatial Partition Model

This section presents the design and results of robustness checks of the paper’s
main analysis.

D.1 Varying control variables:

We first assess the sensitivity of the results to the choice of control variables. We (1)
drop all controls from our model except the state border lags in the lagged depen-
dent variable model and (2) add the following variables:

• ∆ Longitude, ∆ Latitude: (Laitin, Moortgat and Robinson 2012) show that coun-
tries tend to have an east-west orientation due to low latitudinal environmen-
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tal variation . If ethnic geographies follow the same pattern, the direction of
edges may present an omitted variable.We therefore include the distance an
edge traverses in each direction in decimal degrees.

• Population density in 1880 (estimate): High population-density regions may fea-
ture higher levels of ethnic diversity and smaller countries, which may bias
our estimates. We therefore add the average population density in 1880 es-
timated for the two vertices an edge connects. Population density estimates
are retrieved from Goldewijk, Beusen and Janssen (2010) who base their pro-
jection on all available (historical) sub-national census data combined with
higher-level population projections and environmental variables. Though
currently the best available data source, we note that their estimation pro-
cedure may add post-treatment bias to our model.

• Cumulative altitude change: While our main analysis controls for the average al-
titude along an edge, an edge’s ruggedness may explain the structure of ethnic
and state geographies. Rugged terrain may pose a natural barrier and thus
separate ethnic groups and cause country borders. We therefore add the cu-
mulative altitude change along an edge. This is computed by sampling first a
set of points at every 1km on each edge and then taking the sum of absolute
difference between each pair of neighboring points.

• Standard deviation of altitude: Following the same logic we construct an alterna-
tive (and more widely used) measure of an edge’s ruggedness as the simple
standard deviation of the altitude of the points along an edge.

Following the main analysis, we standardize all additional variables to fall be-
tween 0 and 1 to compare coefficient magnitudes directly with the estimate of
ethnic boundary. Table A2 presents the results of dropping the main and adding
the additional covariates. We first note that the size of the coefficient of inter-
est, ethnic boundary, barely changes from the value estimated in the main analysis.
Hence, observed covariates do not bias our results. If these are, ex ante, the most
likely biasing spatial features, the result furthermore suggests a very small magni-
tude of omitted variable bias.

In addition, the additional coefficients exhibit some interesting patterns. First,
the estimated coefficient for ∆ Longitude, suggest that edges with an east-west ori-
entation are less likely to separate two states only in the lagged dependent vari-
able model. The results also suggest that there are more border-crossing edges in
densely populated areas. Lastly, in the baseline but not lagged-dependent variable
specification, the edges’ ruggedness affects their likelihood to push vertices into
different states.
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Table A2: Determinants of state borders in Europe, 1886–2011: Varying control variables

Baseline Lagged Dep. Var. Baseline Lagged Dep. Var.
Constant −2.03∗ −2.69∗ −2.69∗ −1.59∗

[−2.15;−1.93] [−2.94;−2.45] [−3.50;−1.58] [−3.12;−0.56]
Ethnic boundaryt 1.31∗ 1.24∗

[1.19; 1.52] [1.10; 1.44]
Ethnic boundaryt−1 1.07∗ 1.01∗

[0.81; 1.29] [0.77; 1.24]
State bordert−1 1.66∗ 1.65∗

[1.44; 1.90] [1.44; 2.03]
Deep lag 0.75∗ 0.85∗

[0.37; 1.13] [0.42; 1.26]
Edge length −0.33∗ −0.27∗

[−0.51;−0.16] [−0.55;−0.02]
Largest river 0.26∗ 0.14

[0.04; 0.48] [−0.24; 0.42]
Largest watershed 0.72∗ 0.82∗

[0.52; 0.92] [0.51; 1.13]
Elevation mean 0.57 0.19

[−0.78; 1.60] [−1.35; 2.42]
∆ Longitude −0.09 −1.86∗

[−1.17; 0.74] [−2.90;−0.38]
∆ Latitude 0.42 −0.96

[−0.58; 1.25] [−1.96; 0.56]
Population density 1880 1.46∗ −1.00

[0.64; 1.96] [−2.55; 0.39]
Cumulative altitude change −1.20 −0.03

[−2.40; 0.25] [−1.58; 1.34]
Std. dev. altitude 1.35∗ −0.03

[0.35; 2.12] [−1.31; 1.34]

No. of periods 6 5 6 5
No. of vertices 6769 5412 6769 5412
No. of edges 17923 14243 17923 14243
No. of states 189 177 189 177

Notes: Each period t has a length of 25 years. 95% confidence intervals from parametric
bootstrap in parenthesis. ∗ Statistically significant at the 95% level.
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D.2 Varying the temporal structure of the data:

One important design choice at the outset of our main analysis is the choice of the
length of periods that structure the temporal dimension of our data. For our main
analysis, we measure state borders and ethnic geographies every 25 years, starting
in 1886 and ending in 2011 (see Section and Figure 5 in the main paper). While rep-
resenting a middle ground between very short and long periods, the period length
of 25 years is arbitrarily set and our results may differ substantially for differing
period lengths.

This robustness check tests whether this is the case by varying the period in
10-year steps length between 5 and 65 years.41 As in the baseline analysis, each
dataset starts in 1886 and thus exhibits the following temporal structure: t ∈ 1886+
0 p, 1886 + 1 p, ..., 1886 + I p, such that 1886 + I p <= 2019. This setup entails that
our data for p = 35 and p = 45 end in 1991 and 1976, respectively, thus omitting
part of the breakdown of the USSR and former Yugoslavia.

Figure A7: Point estimates of the effect of ethnic boundaries on the partitioning of
Europe into states: Varying the period of the the length of periods t
Note: 95% CIs and estimate distributions result from a parametric bootstrap with 120 iterations.

Re-estimating our main specifications for each newly generated dataset yields
results that broadly conform with our main results. Summarized in Figure A7,
the estimates for the baseline (cross-sectional) model show coefficients that remain
stable with the length of periods. The estimate for the 25 year period data is close
to the average of all estimates.

The results for the lagged dependent variable model are somewhat more var-
ied but consistently yield substantive and statistically significant estimates for the
effect of ethnic boundaries. Upon closer inspection, we note that the downward de-
viations from our main result stem from the two datasets with a period of 35 and
45 year that omit the 1990s, an important period of ethnic secession in the former
Soviet Union and on the Balkans. The results therefore leave us confident that the
temporal structure of our main dataset does not substantially bias our results.

D.3 Varying the spatial lattice:

Similar to the temporal structure of our data, the making of the spatial lattice we
analyze is based on three potentially influential parameters. The first parameter is

4165 years is the longest period length for which we can split the available data since 1886 into two
periods: 1886–1951 and 1951–2016.

A13



Figure A8: Point estimates of the effect of ethnic boundaries on the partitioning of
Europe into states: Shifting the spatial lattice
Note: Main estimates from Table 1 in red. Distributions result from re-estimating the main models
100 times, with data from a randomly shifted hexagonal lattice.

the geographic location of the “anchor” of the lattice that determines the location
of all vertices. The second parameter is the spatial resolution of the network. The
third parameter is the spatial structure of the lattice.

Shifting the lattice anchor: The first parameter that determines the spatial make-
up of our baseline lattice consists in the location of the “anchoring” point (in our
case in the utmost south-west of the sampling area) from which the remainder of
the lattice is constructed. We test whether shifting that point – and thereby the rest
of the lattice – slightly42 along the north-south and east-west axes affects the results.

Following this procedure, we construct 100 lattices and recreate the entire dataset
for each. Re-estimating the baseline models for each resulting network gives rise to
a distribution of estimates for the baseline and lagged dependent variable specifi-
cations. Figure A8 shows that our main estimates are well centered at the 77th and
45st percentiles of the respective distributions. This shows that our main results are
not sensitive to the exact location of the anchoring point of our spatial lattice.

Varying lattice resolution: The second parameter that governs the spatial dimen-
sion of our data consists in the length of edges on our lattice. We here present re-
sults from alternative specifications that let this spatial resolution vary between 50
and 200 km, in steps of 25km. Networks with a lower resolution (200km) feature
less vertices and edges but may be able to capture more diffuse spatial patterns, i.e.
capturing effects of ethnic geographies even if they are not precisely marked on a
map or are in fact more gradual than our categorical maps suggest. Graphs with a
higher resolution (25km) are more informative and have more statistical power but
may miss more diffuse spatial effects due to their high level of detail. We therefore
create alternative datasets with the alternative spatial resolutions that use the same
spatial raw data to encode the very same variables as our main lattice.

Figure A9 presents the estimates for the effect of ethnic boundaries derived from
the baseline and lagged dependent variable model estimated with the alternative
lattices. The results show that our estimates slightly increase as we decrease the
resolution of our data beyond an edge length of 100km. This suggest that ethnic

42We shift the lattice by displacing the anchoring point with random draws from a uniform distri-
bution between 1 and 10 decimal degrees in each direction.
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Figure A9: Effect of ethnic boundaries on the partitioning of Europe into states at
varying resolutions of the spatial lattice
Note: 95% CIs and estimate distributions result from a parametric bootstrap with 120 iterations.

geographies can have more diffuse effects that are not always captured by high-
resolution data. Reassuringly, the effects estimated at resolutions lower than 100km
are very similar and statistically indistinguishable from our baseline results.

Varying lattice structure The third parameter that determines the spatial makeup
of our data consists in the structure of the spatial lattice. In particular, the vertices
of the main lattice are the centroids of the tiles of a hexagonal tiling. There are
two other regular tilings, the quadratic and triangular tiling from which we can
generate regular lattices.43 Together with the hexagonal tiling, the resulting lattices
feature a constant edge length which is only slightly disturbed by the earth’s sur-
face curvature. However, quadratic and the triangular lattice structures feature less
edges per vertex. Given a constant edge-length, they therefore yield a thinner net-
work structure and are, theoretically, less able to capture spatial dependencies. A
fourth possible lattice structure consists of a set of randomly located vertices con-
nected by edges from a simple Delaunay triangulation. While the degree of vertices
and edge-length in the random lattice is not constant, it is on average similar to the
hexagonal structure.

In order to test whether our results are robust to these alternative networks
structures, we construct additional lattices with a quadratic, triangular, and ran-
dom structure. For each lattice, we again construct the same set of variables as
in our main analysis and re-estimate our baseline and lagged dependent variable
specification. Figure A10 summarizes the resulting estimates for the effect of ethnic
boundaries. We note that the effect is increasing in the quadratic and triangular struc-
ture, yielding a similar effect as obtained when we decrease the spatial resolution
of the lattice (see above). The random lattice structure yields estimates that are in-
distinguishable from those estimated from the hexagonal structure. In sum, these
results suggests that the hexagonal lattice structure yields if at all conservative es-
timates doe to its increased ability of capturing spatial interdependence.

43As in the hexagonal case, a tiling is transformed into a lattice by connecting the centroid (vertex)
of each tile with the centroids of neighboring tiles.
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Figure A10: Effect of ethnic boundaries on the partitioning of Europe into states
using a hexagonal, quadratic, triangular, and random lattice structure
Note: 95% CIs and estimate distributions result from a parametric bootstrap with 120 iterations.

Figure A11: Uncertainty estimates with varying burn-in rates
Note: 95% confidence intervals result from a parametric bootstrap with 120 iterations an a burn-in
rate as indicated on the x-axis. Shaded grey areas show distribution of bootstrapped estimates.

D.4 Burn-in rate in parametric bootstrap

We also assess whether the choice of the burn-in period (100 iterations) substan-
tively affects the uncertainty estimates produced by our parametric bootstrap (see
also Appendix Section A.4). Figure A11 plot the confidence intervals and param-
eter distribution retrieved from parametric bootstraps with a burn-in rate varying
between 1 and 1000 iterations. The results show that the choice of the burn-in rate
does not substantively affect the results above a very low burn-in rate of 10 iter-
ations. This result coincides with the stability of the results in most areas of the
parameter space assessed in our Monte Carlo experiments in Appendix Section
B.2.
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E Robustness checks: Analysis of secessionist claims and
conflict

This section presents the robustness check for the analysis of secessionist claims
and conflict. The type of the additional analysis partially mirrors the additional
analyses conducted for the analysis of the partitioning of Europe into states.

Main results: Table A3 presents the main results discussed in the paper.

Table A3: Ethnic boundaries and the onset of self-determination claims, conflict,
and border change

Cox Proportional Hazard Model

Secessionist Claim Secessionist Civil War Secession

(1) (2) (3) (4) (5) (6)

Non-coethnic capital 2.602∗∗∗ 1.736∗∗∗ 2.766∗∗∗ 2.086∗∗∗ 3.918∗∗∗ 2.922∗∗∗

(0.337) (0.381) (0.471) (0.369) (0.609) (0.694)

Events: 207 207 122 122 153 153
Country-year strata: no yes no yes no yes
Controls: yes yes yes yes yes yes
Observations 61,607 61,607 67,587 67,587 71,851 71,851
R2 0.007 0.005 0.005 0.003 0.007 0.005
Max. Possible R2 0.045 0.031 0.025 0.019 0.029 0.023
Log Likelihood -1,217.990 -826.011 -697.294 -534.679 -781.121 -623.632

Notes: Cox Proportional Hazard models. The unit of analysis is the point-year between 1946 and 2012.
Standard errors clustered on state-segments. Significance codes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

.

Within borders from 1946 only: One important caveat of the main analysis is
that border changes observed during the temporal coverage of the panel, i.e. after
1946, are endogenous to secessionism which is the main object of interest here. Be-
cause secessionism reduces mismatches between ethnic boundaries and state bor-
ders leaving only the “hard” cases with low secession probability in the sample, we
may underestimate the effect of ethnic boundaries on the occurrence of secessionist
dynamics. We test this conjecture by analyzing points only as long as they are situ-
ated in the state they were member of in 1946 and drop all other point-years. Table
A4 presents the respective results. All coefficient increase substantially in size (on
average around 50 percent). This suggests that selection bias in the original anal-
ysis leads us to underestimate the effect of mismatches between state and ethnic
geographies on secessionism.

Using pre-1886 data on ethnic geography: Our analysis of secessionism may be
biased if changes in ethnic boundaries are caused by causes of subsequent state
border change. We therefore recur to ethnic settlement patterns mapped at the
earliest point, in the 50 years prior to 1886. Estimating their effect on post-1946
secessionim yields estimates of non-coethnic capital that are marginally smaller than
the baseline estimates but nevertheless of substantive size (Table A5). Given the
reduced precision of the data, standard errors slightly increase. Together with the
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Table A4: Ethnic boundaries and self-determination: Within 1946 borders only

Cox Proportional Hazard Model

Secessionist Claim Secessionist Civil War Secession

(1) (2) (3) (4) (5) (6)

Non-coethnic capital 2.391∗∗∗ 1.801∗∗∗ 3.281∗∗∗ 2.459∗∗∗ 3.904∗∗∗ 2.922∗∗∗

(0.314) (0.404) (0.510) (0.530) (0.611) (0.694)

Events: 197 197 102 102 153 153
Country-year strata: no yes no yes no yes
Controls: yes yes yes yes yes yes
Observations 55,640 55,640 60,807 60,807 64,905 64,905
R2 0.007 0.005 0.005 0.004 0.008 0.006
Max. Possible R2 0.047 0.033 0.023 0.019 0.032 0.025
Log Likelihood -1,129.301 -804.624 -538.761 -468.544 -780.951 -623.632

Notes: Cox Proportional Hazard models. The unit of analysis is the point-year between 1946 and 2012.
Standard errors clustered on state-segments. Significance codes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

overall stability of ethnic geographies, this suggests that endogenous changes of
ethnic geographies are unlikely to cause the results.

Table A5: Ethnic boundaries and the onset of self-determination claims, conflict,
and border change: Ethnicity data from before 1886

Cox Proportional Hazard Model

Secessionist Claim Secessionist Civil War Secession

(1) (2) (3) (4) (5) (6)

Non-coethnic1886 capitalt 1.443∗∗ 0.989∗ 2.400∗∗∗ 1.726∗∗∗ 2.933∗∗∗ 1.693∗∗∗

(0.652) (0.595) (0.516) (0.632) (0.580) (0.636)

Events: 207 207 122 122 153 153
Country-year strata: no yes no yes no yes
Controls: yes yes yes yes yes yes
Observations 61,709 61,709 67,677 67,677 71,941 71,941
R2 0.005 0.004 0.004 0.003 0.006 0.005
Max. Possible R2 0.045 0.031 0.025 0.019 0.029 0.023
Log Likelihood -1,278.070 -845.274 -713.677 -542.935 -839.608 -652.928

Notes: Cox Proportional Hazard models. The unit of analysis is the point-year between 1946 and 2012.
Standard errors clustered on state-segments. Significance codes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

.

Varying the spatial sampling of points: As in the PSPM analysis (see Section D.3
above), we vary the spatial sampling of points by (1) randomly shifting points 100
times, (2) varying the spatial resolution (50 to 200km), and (3) retrieving points
quadratic and triangular tiles, as well as from a spatial random draw. Our main
estimates are well centered in the distribution of estimates yielded from (1) (Figure
A12). Figure A13 demonstrates robust results when varying the spatial resolution
of our data. Lastly, Figure A14 shows that the sampling strategy used for construct-
ing our point-level data has no substantial effect on our results. In all, these results
suggest that our results are robust to the parameter choices behind the spatial data
structure.
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Figure A12: Secessionism robustness check: Shifting points (unit of analysis)
Note: Results from Table A3 in red. Solid lines denote distribution of main estimates, dotted lines
distributions of upper and lower bounds of 95% CIs. Distributions result from re-estimating the
main models 100 times, with data from a randomly shifted hexagonal lattice.

Figure A13: Estimates of the effect of non-coethnic capitals on secessionism at
varying spatial resolutions lattice

Figure A14: Estimates of the effect of non-coethnic capitals on secessionism with a
hexagonal, quadratic, triangular, and random lattice structure
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